
_______________________________________________________________________________________________________________ 
 
 

This document is the property of Laborelec, it cannot be transmitted to thirds without the written and preliminary authorization of 
Laborelec. In the absence of an agreement with the customer, the decision rule for the declaration of conformity does not take into 
account the measurement uncertainty. 
 
www.laborelec.com                                      Internal        LBE3-973173434-4672 1 of 41 

 

 
 

Curacao Blackout Investigations Review 
 

 

20/02/2024 

 

 

 



 

© Laborelec www.laborelec.com Internal     LBE3-973173434-4672 |  2 of 41 

Curacao Blackout Investigations Review 

Prepared for BT&P 

 

In the framework of 

WBS SPO18824 

Written by 

Olivier Antoine, Didier Empain, Pieter Tielens 

 

olivier.antoine@engie.com 

didier.empain@engie.com  

pieter.tielens@engie.com 

  

 

This document is electronically signed. 

Verifier 

Loic Maudoux 

 

Approver 

Olivier Antoine

mailto:olivier.antoine@engie.com


 

© Laborelec www.laborelec.com Internal   LBE3-973173434-4672  |  3 of 41 

Curacao Blackout Investigations Review 

 

Version number Date Description and modification history 

v1 20/02/2024 New report (draft). 

v2 15 February 2024 Final report (integrating feedback from 

Aqualectra) 

 

Contents 

1. Introduction 5 

1.1. Context 5 

1.2. Purpose of the investigation 5 

1.3. Structure 6 

2. Task 0: analysis of the blackout reports 7 

3. Task 1: Focus on protection 18 

3.1. Best practices on protection principles 18 

3.1.1. Principles of differential protections 18 

3.1.2. Principles of overcurrent protections 18 

3.1.3. Protection coordination philosophy 18 

3.2. Analysis of received documents 19 

3.2.1. Analysis of investigations reports 19 

3.2.2. Analysis of other received documents 20 

3.3. List of actions listed in the reports regarding protections and follow-up 21 

3.4. Our main recommendations regarding protections 23 

4. Task 2: Focus on power generation and system stability 24 

4.1. Best practices on power system stability 24 

4.1.1. Voltage and frequency stability 24 

4.1.2. Generator controls and simulations (control loops) 26 

4.2. Analysis of received documents 26 

4.2.1. Analysis of investigations reports 26 

4.2.2. Analysis of other received documents 28 

4.3. List of recommended actions listed in the reports and follow-up 29 

4.4. Our main recommendations regarding power generation and system stability 32 

5. Task 3: Focus on organization and procedure 33 

5.1. Best practices 33 

5.1.1. Operational security 33 

5.1.1. Restoration procedure 35 

5.2. Analysis of received documents 36 

5.2.1. Analysis of investigations reports 36 

5.2.2. Analysis of other received documents 36 

5.2.3. List of actions listed in the reports and follow-up 37 

5.3. Our recommendations regarding organization and procedure 38 

6. Conclusions and recommendations 40 



 

© Laborelec www.laborelec.com Internal   LBE3-973173434-4672  |  4 of 41 

 

 



 

© Laborelec www.laborelec.com Internal   LBE3-973173434-4672  |  5 of 41 

1. Introduction 

1.1. Context 

Curacao experienced multiple blackouts in 2019-2021. Recently, after a relatively stable 

period, another two blackouts occurred in the summer of 2023 which caused political 

pressure and a strong demand for thorough investigations. During these investigations, 

again a blackout occurred in November 2023. This last blackout is not considered in the 

study. 

As the utility company Aqualectra initiated multiple studies/assessments with known 

consultancy firms DNV GL and DigSilent, the decision was made not to redo the work 

already done, but to independently review the reports made by these firms to address the 

call for an independent investigation. The goal is to check whether the reports and the 

defined actions are adequate, complete, and already taken or planned for effectively. In 

order to do so, the Minister has formally instructed Aqualectra, in addition to the current 

Concession obligations, to cooperate fully and to support the investigation by all means. The 

investigation will be coordinated by the regulatory body BT&P. 

1.2. Purpose of the investigation 

As the investigation will primarily focus on work already done, the main activity is to review 

the documents (made) available. No simulations, contact with manufacturers, tests, etc. are 

foreseen. However, limited contact with key Aqualectra personnel needs to be taken into 

account. It will be needed to address question marks related to the documentation and to 

verify draft conclusions before the final report is submitted. 

The procedure followed during the investigation is given in Figure 1. It can be seen that the 

investigations reports (from DNV or DigSilent) are used as basis of the investigations1. 

Letters between Aqualectra and BT&P are also analyzed as they contain valuable 

information. In a second phase, additional documents are analyzed in order to go deeper 

into the three following main topics (i) protection, (ii) power generation & stability, and (iii) 

organization procedure. 

 
1 Starting point of the investigation was limited to the available reports and conclusions at the time the project was 
initated (sep 2023).  
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Figure 1 - Methodology for investigating the blackouts 

 

1.3. Structure 

The document is structured as follows. First, the blackout investigation reports are analyzed 

and summarized in the next chapter. Then, dedicated sections take place focusing on (i) 

protection aspects, (ii) power generation and stability (including voltage and frequency 

management) and (iii) organization and procedures. Finally, conclusions and 

recommendations are provided. 
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2. Task 0: analysis of the blackout reports 

In this chapter, the blackout reports provided are analyzed and summarized as illustrated in 

Figure 1. For each blackout, the summarized view contains:  

• The reference documents used 

• A timeline with the sequence of events including the causes and the 

recommendations of the investigation reports 

• Additionally for each event: 

o Our remarks regarding the explanation/description of the event in the 

reports 

o General comments on the investigation itself 

o Our comments on the recommendations and additional further actions 

Our main comments on the investigations that have been performed in the past are: 

• The investigation reports follow a sound approach and are from our point of 

view technically correct. For example, the observations on protection settings 

are correct and it is justified to improve the settings and protection philosophy. 

• Follow-up of recommendations and current status not always clearly 

tracked. For example, recommendations from the DigSilent 2014 report on RES 

integration are numerous and relevant but it is unclear whether these have been 

implemented.  

• The scope of work of the blackout investigations is from our point of view too 

narrow, focusing only at technical facts. Some of the limitations of the investigation 

reports are listed hereafter: 

o None of the reports confirms or not whether the initial operating point (i.e. 

before the event) was acceptable in terms of security (e.g. N-1 secure) 

o None of the reports show a replication of the events using simulations. 

o Timing for the investigations and implementation of the actions. For 

example, if investigations of December blackouts 2020 had been faster, 

this would most likely have avoided the January 2021 blackout. 

o Restoration aspects are not covered. 

After analysis of the blackout report, it is proposed to group the main causes of blackouts 

into three categories: (i) protection, (ii) power generation and stability, and (iii) organization 

and procedure. The main causes of blackout can be seen in Figure 2 and as it can be 

observed, blackouts are generally caused by a combination of these main causes.  
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Figure 2: Main causes of blackout grouped by categories. 
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Figure 3: Overview blackout 4/11/2019 
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Figure 4: Overview blackout 11/02/2020 
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Figure 5: Overview blackout 7/12/2020 
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Figure 6: Overview blackout 10/12/2020 
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Figure 7: Overview blackout 12/12/2020 
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Figure 8: Overview blackout 04/01/2021 
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Figure 9: Overview blackout 08/06/2023 
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Figure 10: Overview blackout 15/06/2023 
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Figure 11: Overview brown-out 27/07/2023 
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3. Task 1: Focus on protection 

3.1. Best practices on protection principles 

3.1.1. Principles of differential protections 

Differential protection relays are suited to protect a well-defined protection zone. They are 

comparing currents at both ends of the protected elements. However, this type of relay will 

not act for faults external to the protection zone. For this reason, differential protections 

usually act as fast as possible when detecting a fault because there is no selectivity issue 

with this type of protection. But consequently differential protection do not offer back-up 

protection in case of malfunction of a downstream element. Back-up protections, acting 

more slowly, should be foreseen. These back-up protection will act in case of malfunctioning 

of the differential relay (with higher time delay). 

3.1.2. Principles of overcurrent protections 

Overcurrent protection relays may have different characteristics and thresholds. Usually 2 

thresholds can be set, one for detecting currents too high for the characteristics of the 

protected elements (overload) and one for short-circuit currents. When working with 

overcurrent protection, selectivity is a crucial aspect and coordination between different 

stages should be considered carefully. Usually, the selectivity is guaranteed by programing 

a difference in time delays between 2 protections (upstream relay should have a higher time 

delay compared to the downstream relay of at least 200 ms). Precise short-circuit current 

calculations can also be made in order to set the high threshold to an appropriate setting to 

avoid tripping for a short-circuit downstream the next protection relays (in this case, shorter 

time may be used). 

3.1.3. Protection coordination philosophy 

Without entering too much in details of the protection aspects, the two following main 

principles can be followed: 

- Selectivity must be guaranteed between main and back-up protections. 

- In case of malfunctioning of the main protection, back-up protections must contain the 

fault while being as selective as possible.  

It is therefore not an obligation of the back-up protections to be fully selective, but they have 

to make sure the fault will be cleared without causing a cascading event. Having a clear 

back-up philosophy would facilitate the tuning of protection parameters. For example, an 

option is to define some protection zones in the network and to tune the back-up protections 

to isolate a small zone of the network in case of a fault. This philosophy will use different 

protection parameters than a fully selective philosophy.  

In a meshed network, directional overcurrent will be needed to discriminate if the faut is 

upwards or downwards the protection, it is not possible just by setting time delays. 
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3.2. Analysis of received documents 

3.2.1. Analysis of investigations reports 

3.2.1.1. Generator protections 

On some blackouts (e.g. 4/11/2019, 15/06/2023), generators tripped on overcurrent. It is 

important to know the settings of these overcurrent protections and evaluate whether units 

could have stayed longer online. This should be further discussed with the manufacturer.  

In a more general way, it must be verified in a selectivity study whether the generator 

overcurrent protections are adequately tuned with respect to the grid protections. The goal 

is indeed that the grid protections isolate the fault and acts before action of the overcurrent 

protection of the generating units. 

On 7/12/2020 blackout, the exact reason for the tripping of Dokweg units is not fully clear. It 

is important to emphasize that Dokweg units are key for the stability of the system and 

should stay online as long as possible without risking damage. Therefore, the exact reason 

of tripping of these units should be known. 

3.2.1.2. Main vs back-up protections 

Main protections do not operate in some situations. It is not clear what is the cause of the 

malfunctioning of the main protections and it should therefore be clarified. 

Regarding the selectivity principle, we can identify the three following cases: 

- During the blackout of the 8 June 2023, there is no selectivity between main and back-

up protections. This is against protection selectivity principles.  

- During two blackouts (4/11/2019 and 15/06/2023) and the brownout (27/07/2023), full 

selectivity on grid protection was not achieved by the back-up protections.  

- During two blackouts (4/11/2019, 15/06/2023), selectivity was not achieved between 

back-up grid protection and overcurrent generating unit protections.  

From what we could observe, the back-up protection goal (which is to contain the fault before 

cascading events such as the activation of the overcurrent protections of the generating 

units) was not met and led to blackout situations. This is a concern for the stability of the 

system and selectivity between grid protections and generator protections must be 

reviewed. 
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3.2.2. Analysis of other received documents 

3.2.2.1. Protection Direction 

 

Figure 12: Extract of SLD provided with protection settings 

A SLD with actual protection settings has been provided by Aqualectra. This is a good and 

complete document. However, it seems that this is provided with significant manual work, 

which is prone to mistake. Also, even if the author of the document wrote an updated date, 

this type of document makes difficult to track the historical changes in the protection settings. 

Another comment is that the direction indicates the direction of the CT. However, the 

direction of the protection also depends on the relay programming and is thus not clearly 

indicated on the SLD. 

In summary, the document seems to confirm that there is a manual management of the 

protection database which is not recommended. There are existing commercial tools able 

to store properly any changes and communicate with protection devices, and also be used 

for performing simulations. 

3.2.2.2. Minimum short-circuit current 

Maximum and minimum short circuit currents have been provided2. To our surprise, the 

minimum short-circuit current was calculated on the same dispatch as the maximum short-

circuit current (i.e. with many machines online).  

It must be emphasized that minimum short-circuit current should be calculated based on a 

minimum number of units online as this will provide lower short-circuit current. This 

 
2 “Transmission System min. short circuit.pdf" 
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observation is in line with the document “Review Protection Coordination study of Aqualectra 

(DNV)”, in which the following is said “The short-circuit currents are based on standard 

IEC60909, a more accurate calculation method (“Complete”) should be used to check the 

sensitivity of protection systems during minimum short-circuit currents”.  

This is an important remark because short-circuit current with few generating units 

connected might potentially be below the over-current protection threshold. 

3.3. List of actions listed in the reports regarding protections and follow-

up  

This section summarizes the most relevant actions that were listed in the document 

provided. From these documents, the status of these recommended actions was not always 

clearly indicated. Aqualectra provided clarification when reviewing the draft version of this 

report. This clarification is included in the status column. 

Action Report Status3  Comment 

Adaption of 

overcurrent 

protection settings 

(Quick win) 

Beveilingsconcept 

aanpassingen_Quick_wins_20230807 

& Review Protection Coordination study of 

Aqualectra (DNV) 

“Aqualectra confims 

that the settings are 

implemented 

according to DNV 

advice.” 

Ongoing action with 

DNV (probably 

some already 

implemented, to be 

confirmed by 

Aqualectra) 

Implement fast back-

up protection at 

Nijlweg, on both 

Mundo Nobo circuits 

DNV report 27 July “Aqualectra 

decommissioned the 

COQ switchgear that 

wasn't working  

properly; now only 

the Fuji (metal-clad) 

switchgear is in 

service. “ 

Exact state of 

Mundo Nobo not 

clear from the 

report. It seems 

that some devices 

are not functioning 

properly but to be 

confirm by 

Aqualectra. 

Rehabilitate (or 

decommission) + 

Mundo Nobo 

DNV report 27 July and DNV report 8 and 

15 June 

“Aqualectra 

decommissioned the 

COQ switchgear that 

wasn't working  

properly; now only 

the Fuji (metal-clad) 

switchgear is in 

service.  “ 

 

Protection scheme 

66kV and 30kV shall 

be reviewed 

(including generator 

protection) 

DNV report 8 and 15 June “This is ongoing and 

should be finished  by 

the end of February 

2024.” 

Probably ongoing 

study from DNV (to 

be confirm by 

Aqualectra) 

 
3 As communicated by Aqualectra in the document “Comments on Laborelec reports.pdf” 
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Action Report Status3  Comment 

(Back-up) protection 

at Mundo Nobo shall 

be reviewed 

DNV report 8 and 15 June “This was done 

during the grid 

stability study 

realized by Digsilent.” 

 

Action linked to 

what happened 

during the brown-

out. Aqualectra to 

confirm the status 

of this. 

Establish fault 

protection philosophy 

DNV report 8 and 15 June “DNV held a 

workshop with 

Aqualectra on 

protection philosophy 

for the 66 kV  and 30 

kV systems. The 

philosophy report is 

finalized. The 

protection settings 

study is ongoing, and 

implementation of 

new/adapted settings 

in the field will be 

prepared next.” 

Our understanding 

is that there is an 

ongoing study. 

Aqualectra to 

confirm. 

Repair busbar 

protection Dokweg 2 

and put this in service 

Review Protection Coordination study of 

Aqualectra (DNV) 

“This is ongoing and 

should be finished  by 

the end of February 

2024.“ 

 

Short term plan, 30kV 

protection plan 

Review Protection Coordination study of 

Aqualectra (DNV) 

“This is ongoing and 

should be finished  by 

the end of February 

2024.”  

 

Mid-term plan 66kV 

protection plan 

Review Protection Coordination study of 

Aqualectra (DNV) 

“This is ongoing and 

should be finished  by 

the end of February 

2024.” 

 

Long-term plan Review Protection Coordination study of 

Aqualectra (DNV) 

“This is ongoing and 

should be finished  by 

the end of February 

2024.” 

 

Perform 66/30kV 

protection system 

study 

Blackout event recovery actions table in 

“20210201 Report-Root-cause_analysis-

Blackout-events” 

“This is ongoing and 

should be finished  by 

the end of February 

2024.” 

Our understanding 

is that there is an 

ongoing study. 

Aqualectra to 

confirm. 

Generator 

disconnection (e.g. 

11/02/2021) 

Blackout event recovery actions table in 

“20210201 Report-Root-cause_analysis-

Blackout-events” 

“This was done 

during the grid 

stability study 

realized by Digsilent.” 

“Further 

investigations to 

dermine the root 

cause of the 

disconnection” 
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Action Report Status3  Comment 

After the addition of 

Dokweg-IIB 

substation, […] it is 

recommended that a 

protection study is 

conducted in order to 

analyze all the new 

scenarios that are 

possible given that 

the 66kV substation 

now has 4 incoming 

transformers instead 

of 2 as it was when the 

project was delivered 

so  that the protection 

settings on the 

MiCOM relays can be 

adjusted. 

Schneider report “This will be covered 

by the protection  

study.” 

Please confirm 

date of last 

protection study. 

Table 1: Summary of actions (from analyzed reports) related to protections 

 

3.4. Our main recommendations regarding protections 

The use of differential protection as main protection and overcurrent protection as back-up 

seems a reasonable choice. Other protection logic such as distance protections do not work 

well with short cables and therefore, the types of protection used are considered as adequate.  

1. The way the protection settings are calculated for overcurrent protection is 

reasonable as it use minimum short-circuit current. However, selectivity studies 

should be updated regularly (typically every year) and the minimum short-circuit 

current calculation should consider all representative operating conditions. In 

particular, this current depends on the topology and number of online rotating units. 

In a system with high penetration of renewable energy, there are most likely some 

operating conditions with limited online machines and these points need therefore to 

be considered to verify the protection settings. 

2. Also, transformers and generators protections should be included in the 

selectivity study. It is indeed important to ensure selectivity between cable, 

transformers and generators overcurrent protections. 

3. In the investigation reports, it is not always clear which protection settings are 

implemented. This is not good practice. Protection settings should be stored in a 

database, with date of last change. And ideally should be used for simulation 

purposes in several operating conditions. 
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4. Task 2: Focus on power generation and system 

stability 

4.1. Best practices on power system stability 

4.1.1. Voltage and frequency stability 

According to the IEEE/CIGRE joint task force, power system stability is defined as “the ability 

of an electric power system, for a given initial operating condition, to regain a state of 

operating equilibrium after being subjected to a physical disturbance, with most system 

variables bounded so that practically the entire system remains intact.” This stability can be 

applied to a part of the interconnected system or the system as a whole. A further 

classification is generally made between the electrical parameter of interest, namely rotor 

angle stability, frequency stability and voltage stability4, see Figure 13. Looking at the 

blackout investigations, the main challenges of the system of Curaçao are related to voltage 

and frequency stability. 

 

Figure 13 - Classification of power system stability 

Voltage stability is characterized as being capable of maintaining, in N-0 situation, the 

voltage level at any node within the normal (contracted or agreed) voltage ranges. In N-1 

situation, the voltage can deviate temporarily to exceptional ranges under the condition of 

the existence of remedial actions to go back to the normal voltage range. The system 

operator is responsible for maintaining voltage stability by controlling (and adequately 

planning for) the capability of the reactive power of the different generation units, the taps of 

transformer tap changers, the network topology, the available reactive power compensation 

equipment, etc. According to the Policy 3 of the operational handbook of ENTSO-E5, a 

further split-up can be made regarding the reactive power resources:   

• Rapid reactive power resources and reserves: System operators are committed to 

have available a sufficient reserve of rapid reactive power resources participating 

to the primary voltage control in order (i) to ensure normal operational conditions 

with a continuous evolving of load and transits and (ii) to prevent voltage collapse 

 
4 A revisited & extended classification is made by IEEE in 2020 including also converter driven stability and resonance 
stability 
5 ENTSO-E, the European Network of Transmission System Operators has published a handbook including policies for 
generation control, reserves, security criteria, emergency procedures and special operational measures. 
https://www.entsoe.eu/publications/system-operations-reports/ 
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after any contingency of the contingencies (including contingencies of one large 

reactive power source: compensation installation or generation unit). 

• Other reactive power generation/absorption resources: System operators have to 

keep available a sufficient number of other reactive power sources like generators, 

capacitors and reactors connected to the grid, which contribute to reactive power 

generation or absorption, in order to maintain or get back the voltage in normal 

ranges after any contingency. 

Frequency stability on the other hand denotes the ability of a power system to maintain 

system frequency within the specified operating limits. The frequency within an AC 

interconnected power system is dictated by the speed of the synchronous generators 

connected to it. In steady state, this frequency is the same throughout the system, equal or 

close to its rated value (i.e. 50 Hz in Curaçao). At the instant an imbalance between the 

generated and consumed active power occurs, the frequency alters as the power deficit or 

surplus is not instantaneously compensated by a corresponding increase or decrease in 

mechanical turbine power of the connected power plants. For satisfactory operation of the 

system, the frequency has to remain at all times within a narrow range around the rated 

value as specified in the grid codes. A substantial drop in the frequency will not only lead to 

high magnetization currents in transformers and induction motors, but may also 

detrimentally affect the performance of conventional power plants.  

In large interconnected power systems, the frequency control is generally performed in 

different phases during which first the frequency is stabilized by a jointly droop controller 

reaction of all generators equipped with a speed controller or governor (i.e. so called primary 

control). Due to the proportional action, the frequency is stabilized during this process, yet 

still deviates from its rated value. The restoration of the frequency is accomplished in the 

next stage, also often called secondary control, by further adjusting the power setpoints of 

prime movers within selected units. This second control action is much slower than the 

governor action, with a time constant in the range of minutes. Due to the interconnection 

and size, those large power systems benefit from their large inertia and aggregated control 

of different power plants. 

Islanded systems like Curaçao have inherently less inertia due to the limited number of 

connected units. Additionally, the implementation of primary and secondary control similar 

to large interconnected systems might not be preferred, but instead a single (or limited 

number) of machines are operated in isochronous control mode keeping the frequency 

always close to the rated value by means of a proportional-integral control scheme 

exchanging reserves with the system during power imbalances. Other units might be 

operated still in droop control or do not support in the frequency at all. Such operation entails 

different challenges to the frequency control as such (e.g. achieving a stable automatic 

coordinated control between different isochronous units) and to ensure an N-1 secure 

system (frequency stability in case of an outage of the isochronous unit(s)). In addition to 

the control of the generation units, the power balance can also be restored by controlling 

the load, i.e. demand response control of under frequency load shedding (UFLS). The latter 

cannot be considered as a standard means to stabilize the frequency, but rather as part of 

the defence plan, only to be activated in the case of extreme events (N-k) in order to avoid 

a further deterioration of the system state and/or blackout. 



 

© Laborelec www.laborelec.com Internal   LBE3-973173434-4672  |  26 of 41 

4.1.2. Generator controls and simulations (control loops) 

To assess the frequency and voltage stability of the system, it is essential to have an 

adequate simulation model including a detailed representation of the different controllers in 

the network.  

For the conventional generators, this should at least include: 

• Detailed model of the generator (e.g. 6th order model) including its saturation 

• Model of the Exciter and automatic voltage regulator (AVR) including its limiters, 

for instance: 

o Overexcitation limiter 

o Underexcitation limiters 

o Stator current limiter 

o V/Hz limiter 

• Overlaying reactive power or power factor controller if applicable 

• Power system stabilizer (PSS) if applicable 

• Model of the governor and prime mover including overlaying ‘master’ controller 

managing e.g. the isochronous control over different units. 

• Protection (feeder and decoupling relay) 

A standard model can be built by requesting the block diagrams and parameters from the 

equipment manufacturer. To further validate the models and assess the performance of the 

conventional units, the following test can be performed (non-exhaustive list): 

• For the generator: No load field saturation curve test, no load excitation test, load 

rejection tests, etc. 

• For the AVR:  Voltage step response tests, under and overexcitation limiter test 

(by changing reactive power setpoints or applying voltage steps at the terminals 

of the machine), etc. 

• For the governor: Active power setpoint step response, Speed reference step 

response, Speed deviation step response, etc.  

For the converter driven renewable energy units (e.g. wind turbines), a detailed model of the 

inverter and their controllers should be requested from the manufacturer including a detailed 

list of the parameters implemented during commissioning. As such models are mostly 

encrypted (to protect the IP of the manufacturer on the detailed control design), it is highly 

important to request a manual/detailed description of the parameter settings and the 

corresponding behavior of the unit. Specific tests can be defined to validate the required 

behavior and to benchmark the inverter model. 

4.2. Analysis of received documents 

4.2.1. Analysis of investigations reports 

4.2.1.1. Manual switching of the control mode of power plants 

Both the blackout of 11/02/2020 and 7/12/2020 were initiated by the manual switching of 

control mode on some units. On 11/02/2020, several units in the NDPP plant were 

inadvertently switched from over- to under excitation. On 7/12/2020, the control mode of 
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units in Dokweg 2A was altered from isochronous/V droop to constant P/Q mode (reactive 

power setpoint was reduced).  

Although these events should normally not lead to a black-out if proper protection and 

system control was put in place, it is preferred though that voltage and frequency control of 

units are prioritized as much as possible and inadvertently switching of control also needs 

to be avoided. Additional training of the plant personnel is required to increase the 

knowledge and trust in the current control set-up.  

4.2.1.2. Fault ride through capability and reconnection  

During several black-outs, it became clear that the fault ride through capability of the units 

is limited. Regarding wind turbines, it is recommended to revise their protections in order to 

assess whether a larger voltage and frequency withstand capability can be achieved and an 

alignment between the protection of different units can be made (i.e. change the settings of 

Playa Canoa and Tera Cora WF to resemble Tera Cora 2). For conventional units on the 

other hand, it is critical to keep the units as long as possible connected to the grid providing 

frequency and voltage support. Moreover, it is preferred to have the units limiting their output 

in case of overloading, rather than disconnecting. 

Additionally, improvements are also required with respect to the automatic reconnection of 

the units by means of a more coordinated approach including reduced ramp rates. 

Alternatively, as suggested in the investigations report, reconnection of units could be 

performed manually only when voltage and frequency are stabilized around their nominal 

values. 

4.2.1.3. Frequency and voltage control performance  

Several blackouts, especially the one on 11/02/2020 and 7/12/2020 have revealed issues 

with the frequency and voltage stability/control of the system. 

It is therefore recommended to first of all perform a detailed investigation on plant level to 

determine the frequency and voltage control characteristics in all power plants. Assessment 

of unit behaviour, i.e. if performance criteria are fulfilled, and benchmarking of the simulation 

models is required. The robustness of the controllers as well as the coordinated control of 

different units within the same plant also need to be analysed. “Hunting behaviour” between 

the Dokweg 2 units was for instance observed during the blackout of 11/02/2020 which could 

be caused by incorrect control design/tuning of the overlaying isochronous control.  

On system level, it is important to review whether the implemented frequency and voltage 

control strategy is adequate to restore the voltage and frequency in due time before 

protection will be activated. Such assessment should be performed using an (RMS) 

simulation model of the whole system considering different contingencies (faults, outages of 

network elements, major loads or generation units) and different initial system states. The 

specific list of contingencies is usually defined in the operational and planning 

procedure/codes and may differ from system operator to system operator, however the 

selection is mostly based on a more generally defined security criterion, such as for instance 

the widely applied N-1 criterion. More extreme events should also be simulated in order to 

verify if the implemented UFLS scheme is properly designed to ensure timely intervention 

(i.e. load shedding) to avoid further deterioration of the system and as such avoiding a 

complete black-out.   
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4.2.1.4. Review monitoring systems 

As highlighted in many of the blackout investigation reports, it is important to review the 

monitoring systems to make sure measurements are properly taken and stored. Especially 

for the event assessment and replication, it is essential to have an extensive view on the 

system state and its evolution before and after the blackout. 

4.2.1.5. Blackout event replication 

The investigation reports are only based on measurements, but do not include any 

replication of the event through simulation. It is considered highly important though to 

perform such event replication, not only to validate the available simulation models (and 

revise where needed), but also to support the assessment of possible mitigation measures.  

4.2.2. Analysis of other received documents 

4.2.2.1. Technical Limits and Requirements for installing large scale Photovoltaic and Wind 

Generation in the Aqualectra Power System (DIgSILENT, 2014) 

Some relevant recommendations were provided related to power system stability and 

control in the study performed by DIgSILENT in 2014. It mostly focuses on defining 

operational criteria considering an increase in renewable energy penetration of wind and PV 

(with an expected total of 97 MW installed renewable capacity at that time). A maximum in-

feed of fluctuating renewable sources was defined in function of the minimum loading of 

diesel units and their spinning reserve requirements. It is unclear though whether 

Aquaelectra has implemented those criteria in their operational procedures or defined 

another stability criteria (e.g. minimum number of synchronous based units in service).  

Secondly, the study also provides recommendations to facilitate the integration of more 

renewable generation like adding synchronous condensers (or converting existing 

synchronous units to synchronous condensers) to provide the required inertia, short-circuit 

(system strength) and reactive power. To minimize the grid frequency fluctuations due to 

the fluctuating RES injection, an automatically, fast acting secondary control system shall 

be installed according to the report. 

Thirdly, also recommendations are provided related to the modeling of the system, and more 

specifically regarding the load. It is advised that load measurements at representative 

feeders shall be implemented in order to determine the load characteristics more precisely 

in terms of frequency and voltage dependency as well as their motoric/static mix including 

load inertia. 

4.2.2.2. Beschouwing balanshandhaving en spannings- en frequentieregeling Aqualectra net (DNV 

GL, 2021) 

In this report of DNV, the implemented voltage and frequency control strategy is presented. 

Although a good general overview is given, no details on the specific implementation, their 

corresponding control models and parameters are discussed. In line with the outcomes from 

the investigation reports, it is important to: 

• Model the different controllers in detail, benchmark the models with real system 

measurements (or tests) and assess their robustness in different operating 

conditions. Especially the coordinate approach to provide isochronous control is 

prone to stability issues if not well tuned. 
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• Develop a clear understanding and knowledge building within the operational 

teams on the way the different automatic controllers interact and what the impact 

is on a manual intervention (e.g. the effect of changing the taps within the  66/30 

kV transformers on the reactive power flow distribution and associated voltage 

control) 

4.3. List of recommended actions listed in the reports and follow-up  

This section summarizes the most relevant actions that were listed in the document 

provided. From these documents, the status of these recommended actions was not always 

clearly indicated. Aqualectra provided clarification when reviewing the draft version of this 

report. This clarification is included in the status column. 

Action Report Status6 Comment 

Further investigation 

requires to review 

frequency and voltage 

regulation 

Blackout event recovery 

actions table in “20210201 

Report-Root-

cause_analysis-Blackout-

events” 

“This is covered by the 

security of supply study. “ 

Table says that DNV is 

performing a voltage 

stability study 

Consult with WT supplier 

to optimize FRT 

DNV report 8 and 15 June 

+ Blackout event recovery 

actions table in “20210201 

Report-Root-

cause_analysis-Blackout-

events” 

“This was consulted with 

Vestas, and there are 

limitations to the inverters. 

It's good to  note that in a 

small grid with high 

renewable generation, the 

system will lack reactive 

power. Therefore, the grid 

stability study  was done, 

and Aqualectra must install 

fast BESS to guarantee 

stability.” 

Playa Canoa & Tera Cora I 

disconnected (V < 0.9pu 

for 3s) but not Tera Cora II  

Reconnection of WF 

leads to over-frequency 

Blackout event recovery 

actions table in “20210201 

Report-Root-

cause_analysis-Blackout-

events” 

“This was discussed with 

Vestas, and Aqualectra 

has taken the necessary 

measures to prevent the 

wind park from going 

online automatically after a 

disturbance.” 

 

Improve monitoring 

systems 

“20210201 Report-Root-

cause_analysis-Blackout-

events” 

“The PFM monitoring 

system will be installed at 

all substations on all 66, 

30, and 12 kV feeders. In 

January 2024, Aqualectra 

installed PFM’s at 

substations Tera Cora and 

Brievengat. By the end of 

2026 all substations will be 

 

 
6 As communicated by Aqualectra in the document “Comments on Laborelec reports.pdf” 
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Action Report Status6 Comment 

equipped with a PFM 

system.“ 

Detailed investigation to 

determine frequency and 

voltage control 

characteristics in all 

power  plants is required. 

Assessment of unit 

performance with  

respect to overall system 

control strategy, i.e. if 

performance criteria are 

fulfilled. 

“20210201 Report-Root-

cause_analysis-Blackout-

events” 

“This was covered in the 

grid stability and security of 

supply study.“ 

 

Define criteria for 

maximum renewable 

power injection 

Technical Limits and 

Requirements for installing 

large scale Photovoltaic 

and Wind  Generation in 

the Aqualectra Power 

System, 2014 

“With respect to defining 

criteria for maximum 

renewable power injection:  

Digsilent performed a 

study in 2023 on a Battery 

Energy Storage System, 

addressing operation 

reserves, contingencies, 

system inertia (RoCoF), 

grid strength (short circuit 

ratio) with an increase of 

wind energy, addition of 

central PV and a battery 

storage system to improve 

inertia.” 

“The maximum in-feed of 

fluctuating renewable 

resources in function of the 

min. loading of diesel 

generators and the 

spinning reserve 

requirements” 

Aqualectra shall analyse 

the options to convert 

generators to 

synchronous condenser 

Technical Limits and 

Requirements for installing 

large scale Photovoltaic 

and Wind  Generation in 

the Aqualectra Power 

System, 2014 

“In 2005 KEMA analysed 

such conversion (KEMA 

report 40510003-TDC 05-

49809A  "Vooronderzoek 

ombouw generator T8 tot 

synchronous condenser"). 

As a result, it was 

concluded that in 

Aqualectra's situation, the 

BESS system is better 

compared to the 

synchronous condenser.” 

Analysis from 2005. It 

would be worth to re-

assess this option.  

Aiming in minimizing the 

grid frequency 

fluctuations due to the 

fluctuating RES injection, 

an automatically, fast 

acting secondary control 

system shall be installed 

Technical Limits and 

Requirements for installing 

large scale Photovoltaic 

and Wind  Generation in 

the Aqualectra Power 

System, 2014 

“Based on the study, 

Aqualectra should install a 

BESS system of a minimal 

25 MW, 25 MWh that has a 

fast reaction to  guarantee 

the  stability of the grid.” 

 

Check settings of AVR 

and Governor at Dokweg 

DNV report 27 July 2023   
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Action Report Status6 Comment 

Perform or review steady 

state and dynamic 

simulations with 

different scenarios 

DNV report 8 and 15 June 

2023 

“This was done in May of 

2023 with the load data of 

2022. Now we are working 

on the data for 2023 to run 

the simulations with data 

for 2023. The worst-case 

scenario, which is 

maximum load and no 

renewable energy, is being 

used; this is our worst-case 

situation for the 66 and 30 

kV grid.” 

In systems with high 

penetration of renewable 

energy, it is not sufficient to 

work with one worst-case 

scenario. Multiple relevant 

scenarios have to be 

analyzed.    

The additionally required 

reactive power shall 

preferably be provided on 

basis of a synchronous 

condenser featuring 

additional high short 

circuit power 

Technical Limits and 

Requirements for installing 

large scale Photovoltaic 

and Wind  Generation in 

the Aqualectra Power 

System, 2014 

“A synchronous condenser 

can indeed provide high 

short-circuit power, but 

from a financial point of 

view, it's not feasible. A 

BESS  system is more 

convenient for Aqualectra 

than the synchronous 

condenser.” 

It is correct that 

synchronous condenser is 

not the only solution and 

that BESS is also a valid 

technical option, therefore 

the most economical 

solution has to be chosen. 

However, it has to be noted 

that protection settings of 

overcurrent protection in 

systems with very few 

rotating machines is more 

complex. Also, inadequate 

control of the BESS might 

lead to stability issues. 

When replacing 

synchronous machine 

based generation by 

inverter based power 

injection, the available 

reactive power is reduced 

unacceptable resulting in 

a lag of reactive power of 

some 20 MVAr 

Technical Limits and 

Requirements for installing 

large scale Photovoltaic 

and Wind  Generation in 

the Aqualectra Power 

System, 2014 

“Based on the grid stability 

study, we are aware of the 

lack of reactive power, and 

this  will be supplied by the 

BESS system.” 

 

Ensure proper working 

and understanding of 

isochronous operating 

system 

“20210201 Report-Root-

cause_analysis-Blackout-

events” 

“In 2021, the isochronous 

system was still new for our 

operators, and there were 

some  technical challenges 

with the system, given it 

was a new technology. 

Now our operators have a 

much better understanding 

of how  the system works.” 

 

Table 2: List of actions (from analyzed reports) regarding power generation and stability 
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4.4. Our main recommendations regarding power generation and system 

stability 

In summary, when analyzing all the provided documents, the following main 

recommendations are given related to power system stability and control:  

• Wind turbine protections shall be further reviewed and new settings shall be 

implemented. These protections should also be integrated in the current power 

system model (e.g. in PowerFactory) in order to perform dynamic simulations to 

assess system security. 

• Diesel units control: robustness of control parameters (related to voltage and 

frequency control) shall be further analyzed via simulations or field tests. Moreover, 

switching of control mode should be included in a dedicated procedure. 

• Diesel units protections: it is preferred to have the units limiting their output in case 

of overloading (rather than disconnecting). Generally, it is important to keep critical 

units as long as possible connected to the grid. This point was not mentioned in 

any of the reports but we recommend to discuss with the manufacturers to see 

what are the possibilities. 

• Stability: it is unclear whether there is a stability criterion, such as minimum inertia 

or a minimum number of diesel units running, is used in daily operations. This is 

critical to assess during high wind production, and has also an impact on the short-

circuit current (used in the protection settings). 
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5. Task 3: Focus on organization and procedure 

5.1. Best practices 

5.1.1. Operational security 

5.1.1.1. What is operational security? 

The main goal of operational security is the following: “No cascading failure from a single 

event”.  

According to7, this leads to one main obligation, which can be defined as followed: 

Obligation for the system operator to monitor the consequences of the events defined 

in its contingency list and identify whether its system is at risk. 

By consequent the organization and procedures must be in place to guarantee that the 

system operator will do its best efforts to set-up remedial actions and be aware of the risks 

(even if not sufficiently covered). 

5.1.1.2. Definition of a contingency list 

A contingency list contains the main disturbances that can occur on the system (generation 

and transmission). This can therefore be cable faults, busbar fault, loss of generating units, 

etc.  

From the historical blackouts, it seems that at least the following types of events shall be 

considered in the contingency lists: 

- Contingency on generation: 

o Loss of a single generating unit 

o Loss of multiple generating units 

o Change of operating mode of selected generating units 

- Contingency on transmission elements 

o Fault followed by N-1 on 66kV cable 

o Fault in 12 or 30kV cleared by back-up protection 

o Fault close to wind farms (including model of under-voltage wind turbine 

protections). 

Typically, the events of the contingency list are simulated on a power system model 

(including overcurrent protection, under/over-voltage protection & under/over-frequency 

protection settings of grid assets and generating units), and control loops indicated in section 

4.1.2. It is important to ensure that adequate modelling and simulations are used, depending 

on the type of events and phenomenon under study. These simulations should ideally be 

performed as regularly as possible and using forecasted operating conditions. 

 
7 https://eepublicdownloads.entsoe.eu/clean-
documents/pre2015/publications/entsoe/Operation_Handbook/Policy_3_final.pdf 



 

© Laborelec www.laborelec.com Internal   LBE3-973173434-4672  |  34 of 41 

5.1.1.3. Definition of system state 

In order to improve the risk awareness and also clarify which sets of procedures need to 

be followed in each system state, it is important to define the system state in operations. 

Figure 14 illustrates the five operating states typically used in system operations (inspired 

from ENTSO-E). These states can be defined as followed: 

• Normal state: the system is within operational security limit and N-1 secure. N-1 

security is verified via simulations of a list of critical contingencies. 

• Alert state: the system is within operational security limit. However, a contingency 

from the contingency list would lead to emergency state or black-out state 

• Emergency state: One or more operational security limits are violated (e.g. 

frequency and/or voltage range), without actions, the systems is likely to suffer a 

partial or total blackout. In this state, at least one measure of the defense plan is 

likely to have been activated (e.g. UFLS).  

• Blackout state: complete interruption of power in the transmission system. 

• Restoration state: state in which the main objective is to re-energize the power 

system and restore supply to all loads.  

More detailed information on the Normal and Alert state can be found in the System 

Operations Guidelines of ENTSO-E8, while more detailed information on the Emergency, 

Blackout and Restoration states can be found in the Emergency and Restoration 

Guidelines9. 

 

Figure 14: Flowchart system operational states (inspired from System Operation Guidelines and Emergency & Restoration 
guidelines from ENTSO-E) 

 
8 https://www.entsoe.eu/network_codes/sys-ops/ 
9 https://www.entsoe.eu/network_codes/er/ 
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5.1.1. Restoration procedure 

5.1.1.1. Restoration phases 

While restoration concepts vary from one system to another (each system having its own 

specificities), it is generally agreed that restoration procedures can be grouped into the three 

following phases (inspired from10):  

• Phase 1: Diagnosis 

• In this Phase 1, the extent of the blackout is assessed. It is also evaluated whether 

equipment are damaged and which operating procedure is the most adequate to 

re-energize the grid.  

• Phase 2: Activation of the re-energization procedure 

• In this second phase, the aim is to re-energize the grid from the key generating 

stations and to restore supply to target loads (e.g. critical industries, key 

substations, etc. until a stable grid is formed. 

• Phase 3: Restoration of the loads 

• The third phase involves the successive restoration of all loads.  

It is difficult to evaluate the duration and complexity of each of these phases. However, it 

would be interesting to have a return on experience from historical blackouts in order to 

evaluate whether one phase could be done quicker in the future.  

5.1.1.2. Zonal vs backbone restoration 

A backbone restoration consists of:  

• Restart of the key (black-start capable) power plants  

• Energization of a cranking path to re-energize auxiliary units of non-black start units   

• Restoration of loads  

A zonal restoration consists of:  

• Restart of power plants with black start capabilities in each zone 

• Load restoration within each zone until stable loads are obtained  

• Interconnection phase 

Zonal restoration has several advantages in networks where multiple units can be restarted 

simultaneously. It also allows to have alternative paths in case of damage of the electrical 

assets. 

Backbone restoration is preferred in systems with large generating units (e.g. large hydro) 

but requires the units to be able to absorb a significant amount of reactive power.  

In island networks, both options are possible depending on the technical capabilities of the 

generating units. 

 
10 https://www.elia.be/-/media/project/elia/elia-site/public-
consultations/20181005_consultation_document_1_note_a_review_blackstart_2018_en.pdf 



 

© Laborelec www.laborelec.com Internal   LBE3-973173434-4672  |  36 of 41 

5.1.1.3. Soft energization 

Soft-energization allows to avoid inrush current when energizing transformers. 

Typically, circuit breakers are closed between the generator, the step-up transformer and 

potentially other transmission assets before energization. The generator terminal voltage is 

then gradually increased to nominal values. This method has a big advantage in terms of 

inrush but requires dedicated protections settings.  

5.2. Analysis of received documents 

5.2.1. Analysis of investigations reports 

The main remarks regarding the organizational and procedure aspects in the investigation 

reports are the following:  

• Lack of risk awareness. In none of the documents, it is mentioned whether pre-

event conditions are N-1 secure. It is only described that pre-event conditions are 

within the voltage and frequency range. However, this does not guarantee that the 

system is N-1 secure. In other words, it should be stated whether the system is in 

the Normal State or in the Alert State. 

• No investigation on restoration. The analysis of the restoration should be part of 

a blackout investigation (blackout situation is finished only after restoration).  

5.2.2. Analysis of other received documents 

 

Figure 15: Organigram T&D department 

In the other documents received, our main focus was to analyze in the organigram who were 

the persons responsible for the “Operational Security” of the system. However, we could not 

find clearly a function with that responsibility. 
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• In the document “Functieboek Power Supply Chain_Final_15005202210”, no clear 

roles/job descriptions are given for the operational aspects on system level, associated to 

power system security assessment in day ahead planning or real time operation.  

• One would expect, it is part of the job description of the functions presented in Figure 15, 

however it seems that these functions focus merely on the assets itself (maintenance, 

repair, monitoring of individual network elements or plants) or are involved in curative 

actions after power interruptions (sending teams out, solve the interruption, …).  

Operational tasks associated with optimal resource planning on system level are 

missing, i.e. scheduling/dispatch of the power plants and control of the network 

configuration taking into account security constraints: 

1. Head of Department Transmission & Distribution: Bewaakt het functioneren 

van distributie netwerken en draagt zorg voor verbeter maatregelen om 

tekortkomingen en storingen te verhelpen. → managerial function 

2. Coordinator Network Control HV/LV District I/II: Garandeert gepaste 

bediening van de HV en LV netwerk installaties → asset level 

3. Technician Inspection & Operations (HV&LV): Voert planmatige inspecties en 

kwaliteitsmetingen uit van netdelen en installaties alsook inspecties van 

gebouwen en terreinen. → asset level 

4. Coordinator Dispatch & Interruptions: Zendt teams uit, coördineert en 

begeleidt in het oplossen van stroom onderbrekingen. → dispatch of 

people/teams, not power plants/network elements. 

The outage & capacity planning document has also been looked at. It could be observed 

that the outage of the generating units are well planned and follows a clear and well defined 

schedule. However, no information was received on transmission Assets. It could therefore 

not be verified whether the outage scheduling is also well planned and organized for the 

switchgears, transformers, cables, etc. 

It should also be noted that we had the verbal confirmation that Aqualectra personnel follows 

adequate training from DigSilent (e.g. such as protection and system simulations). However, 

it could not be verified whether a formal training plan was in place. 

5.2.3. List of actions listed in the reports and follow-up  

This section summarizes the most relevant actions that were listed in the document 

provided. From these documents, the status of these recommended actions was not always 

clearly indicated. Aqualectra provided clarification when reviewing the draft version of this 

report. This clarification is included in the status column. 

Action Report Status11 Comment 

Prior to the blackout, 

line Dokweg 66kV-

Parera was out-of-

service, hence all 

generation from 

Dokweg 2 power plant 

was being exported 

through line Dokweg 

Analysis of Grid Events - 

12.12.2020 

“Given the fact that 

Aqualectra’s 66/30kV, 

65MVA transformers must 

be energized by  means of 

a soft start, and Aqualectra 

can't soft start the whole 

66kV grid at once. 

Aqualectra must energize it 

Main question here is: how 

do you verify n-1 security? 

 
11 As communicated by Aqualectra in the document “Comments on Laborelec reports.pdf” 
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Action Report Status11 Comment 

66kV-Isla 66 kV. This 

operation has revealed 

as not N-1 secure with 

very critical 

consequences for 

system stability. 

Therefore, it is 

recommended to review 

operational practices 

in two separate soft starts 

and synchronize these two 

grids. On the morning of 

December 12, Aqualectra 

performed a soft start from 

Dokweg 2, but Aqualectra 

couldn't synchronize the 

two grids, so Aqualectra 

had to stop the soft  start. 

Nowadays, Aqualectra has 

adapted its soft start 

sequence so that this issue 

does  not exist anymore. 

So yes, Aqualectra was  no 

longer N-1 with the 

transformer of Parera out 

of service. This will also be 

covered in  the grid 

structure study, the N-1 

situations.” 

A strategy and procedure 

for controlling the 

voltage 66kV voltage 

after a blackout shall be 

prepared for. 

DNV report 8 and 15 June “Aqualectra is aware of 

this, and it's a procedure of 

adapting the tap changer of 

the  66/11 kV and 66/30 kV 

transformers. This process 

takes a couple of days to 

get the voltage back to the 

nominal value.” 

 

Perform or review steady 

state load flow and 

dynamic simulations 

with different scenarios 

to identify system 

vulnerability and weak 

points. 

DNV report 8 and 15 June “The steady-state 

simulations were realized 

with the peak load of 

2022. Now Aqualectra  is 

working on the 2023 data 

to run the simulations 

again. This will be a yearly 

activity.“ 

Proposed action in-line 

with the best practices on 

operational security. 

Table 3: list of actions (from analyzed reports) regarding procedures and organisation 

5.3. Our recommendations regarding organization and procedure 

Operational security 

It is advised that an operational security assessment becomes an inherent part of 

operating the power system of Curacao. Applying the standard N-1 principle, such 

assessment may for instance involve the following steps: 

• Evaluating the system state: Define the status of the system taking into account 

a pre-defined contingency list and simulation results. 
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• Contingency list: Compose a contingency list with normal and exceptional 

contingencies considered relevant according to the operator risk assessment. 

• Operating limits: Define the allowed loading, voltages, angle differences, etc. 

within the system in normal operation or for a limited amount of time considering 

the curative remedial actions taken after contingencies. 

• Remedial actions: Define and list the possible remedial actions, i.e. measures 

applied in due time by the system operator in order to fulfil the N-1 security principle 

of the transmission power system. Those could be preventive or curative.  

Ideally this assessment should be included in operational day ahead planning and real time 

operation (repeated every 15 min). However, having this assessment done offline on a 

regular basis (e.g. weekly on selected representative operating conditions) shall already be 

a significant improvement in terms of risk awareness (dispatchers should have a clear view 

on the system state and its security (e.g. alarms if system is not N-0/N-1 secure)).  

Incorporating such operational security assessment within Aqualectra requires 

updated/additional operational standards, procedures,  a formal training program, etc. and 

also most probably a reorganization (or creation) of some functions in the T&D department. 

This therefore requires full support from the higher management. 

Power system restoration 

Power system restoration is an integral part of system operations. It is therefore 

recommended to include a detailed analysis of the restoration process into the future 

blackout investigations. It is especially important to understand whether the restoration time 

can be speed up, and if not, what are the limitations (e.g. technical, resources, etc.). Ideally, 

targeted restoration times should be pre-determined for each of the restoration phases as 

indicative values (restoration time can indeed vary depending on the actual cause of a 

blackout) and investments shall be identified if some restoration phases would need to be 

speed up.  

Follow-up list of recommended actions 

In each of the received documents (written by DNV or DigSilent), there is a list of valuable 

recommended actions. However, it is not always clear what has been done and which 

function/team is responsible for these actions. This can indeed be internal to Aqualectra and 

does not have to be in the Consultant report. However, it is important to track these actions 

and also clearly identify whether some recommendations are challenging to implement (e.g. 

due to lack of specific profiles or lack of trainings, not possible technically, etc.). 
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6. Conclusions and recommendations 

This section summarizes our main findings and recommendations.  

1. Regarding the investigations reports:  

a. The investigation reports follow a sound approach and are from our point 

of view technically correct. For example, the observations on protection 

settings are correct and it is justified to improve the settings and protection 

philosophy. 

b. Follow-up of recommendations and current status not always clearly 

tracked. There are many parallel ongoing tracks (security of supply, contingency 

analysis, protection studies, etc.) and a formal reporting process should be used 

to evaluate the status and impact of each task.   

c. The scope of work of the blackout investigations is from our point of view too 

narrow, focusing only at technical facts. There are a few important points to 

consider: 

i. None of the reports confirms or not whether the initial operating point 
(i.e. before the event) was acceptable in terms of security (e.g. N-1 
secure). 

ii. None of the reports shows a replication of the events using simulations. 

iii. Timing for the investigations and implementation of the actions. For 

example, if investigations of December blackouts 2020 had been faster, 

this would most likely have avoided the January 2021 blackout. 

iv. Restoration aspects are not covered. 

2. Regarding protections:  

a. Protection settings (for generators and transmission assets) should be stored in a 

database and verified via simulations using operating conditions from SCADA 

snapshots. 

b. Calculations of overcurrent protection settings (minimum short-circuit current) 

should be based on multiple scenarios taking into consideration the dispatch. 

This is most probably not done for a sufficient number of scenarios. 

3. Regarding power generation & stability:  

a. Wind turbine protections shall be reviewed, and if possible, included in a model 

(e.g. in PowerFactory). Dynamic simulations should be performed including these 

settings to assess system security. 

b. Diesel units control: robustness of control parameters shall be further analysed 

via simulations or field tests. Moreover, switching of control mode should be 

included in a dedicated procedure. 

c. Diesel units protections: it is preferred to have the units limiting their output in 

case of overloading (rather than disconnecting). Generally, it is important to keep 

critical units as long as possible connected to the grid. This point was not 

mentioned in any of the report but we recommend to discuss with the 

manufacturers to see what are the possibilities. 
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d. Stability: it is unclear whether a stability criterion such as minimum inertia or a 

minimum number of diesel units running is used in daily operations. This is critical 

to assess during high wind production, and has also an impact on the short-circuit 

current (used in the protection settings). 

4. Regarding organization and procedures:  

a. Training programs. From the discussions we had with the technical teams, we 

had a positive impression on the level of technical knowledge. It was also positive 

to see there were training organized with DigSilent for protections and system 

simulations (static and dynamic). However, we received no evidence whether 

there is a formal training program for the experts in charge of protections and the 

experts in charge of verifying the operational security of the power system.  

b. List of recommended actions should be closely followed-up. This might be 

already the case but we could not verify this from the documents provided. 

c. From the organizational point of view, it seems that the functions and 

procedures are more focused towards maintenance, field interventions, 

coordination of technicians, etc. which is very valuable and this is similar to what 

we see for distribution system operators. However, with the increasing 

penetration of renewable energy, operation of a power system is more complex 

and we would recommend to create at least one additional role focusing only at 

the operational security of the power systems (i.e. drafting operation 

guidelines, verifying operational security via simulations, etc.). See here below a 

summary of the objectives of operational security (under N-1 criterion, inspired 

from Microsoft Word - Policy 3 after public consultation_final_v2 (entsoe.eu)):  

 

From the provided organigram, it is believed that including operational security 

might need to reorganize the T&D team or create a new function. 

d. Restoration should be included in blackout investigation reports. Also, 

targeted restoration times should ideally be pre-determined for each of the 

restoration phases as indicative values (restoration time can indeed vary 

depending on the actual cause of a blackout). If possible, investment should be 

identified and quantified if required to speed up the restoration process (e.g. UPS 

for critical IT systems, point of wave circuit breaker switching, synchronous 

condenser mode for Dokweg units, etc.) 
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